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The known transient universe

› The transient universe 
remains largely mysterious

› New surveys will observe 
observe an unprecedented 
number of transients

› Need to prioritize follow-up 
based on class and epoch

› Automated, fast, early 
classifications are required



Simulated dataset - PLAsTiCC

› A comprehensive real training dataset isn’t available
› PLAsTiCC software used to create simulations with the 

observing properties of ZTF
› 48000 ZTF light curves split between 12 transient classes
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Previous classification attempts

› Require full phase coverage of each light curve

› Often only SNe or SNIa vs non-SNIa classifications

› Often require user-defined feature extraction before 
classification

› Template matching (slow)

› No early classification
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RAPID: Early and real time classifications

› Automatically identify transients from within 
a day of the initial alert to the full life-time of
the light curve

› Classifier is trained on 60% of the dataset 
and is validated on the remaining 40%



RAPID Design

› Takes multiband photometric information and contextual information as input
› Two classifiers: with and without known redshift



Preprocessing light curves
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› Exclude galactic objects

› Correct for extinction

› Correct for time dilation and 
distance if redshift is known

› Estimate explosion time by 
modelling early part of the light 
curve with a quadratic step 
function

› Define Pre-explosion (" < "$) and 
transient phase (" ≥ "$)



Deep Recurrent Neural Network



Classification performance
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Classification performance



Confusion matrices



Classification Performance

�20 0 20 40 60
Days since trigger (rest frame)

0.60

0.65

0.70

0.75

0.80

0.85

0.90

0.95

1.00

A
U

C

micro-average

SNIa-norm

SNIbc

SNII

SNIa-91bg

SNIa-x

point-Ia

Kilonova

SLSN-I

PISN

ILOT

CART

TDE

�100 0
Days since peak (rest frame)

0.0

0.5

1.0

1.5

2.0

2.5

3.0

3.5

R
el

at
iv

e
F
lu

x
+

o↵
se

t

SNIbc correctly classifiedSNIbc correctly classified

SNIbc incorrectly classified as a CARTSNIbc incorrectly classified as a CART

CART correctly classifiedCART correctly classified



Python interface

› pip install astrorapid



Integration into Transient Brokers

› Currently integrating RAPID into the ANTARES transient broker
› Aiming to classify objects in the ZTF live data stream



Conclusions

› RAPID enables prioritized follow-up of new large-scale transient surveys based on 
transient class and epoch

› Early classification: The use of a Recurrent Neural Network allows us to classify 
transients as a function of time

› We can identify 12 different transient classes within days of its explosion, despite low 
S/N data and limited colour information

› It’s fast: Can classify tens of thousands of events that will be discovered in LSST and 
ZTF within a few seconds


